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“Any time scientists disagree, it's because we have
insufficient data. Then we can agree on what kind
of data to get; we get the data; and the data solves
the problem.

Either I'm right, or you're right, or we're both
wrong. And we move on … “

Neil deGrasse Tyson
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• Recent media on Data Sharing

• Technologies for Data Sharing

• How did I end up in this space ? (case study)

• Methods for Sharing and Analysing data together

• ViPAR

• Demo

Overview



Recent media on data sharing



Media on data sharing (cont)



“Increasing availability and promoting efficient data use to maximise 
public health benefits”

Equitable: balance needs of researchers, communities and funders

Ethical: protect individual privacy and dignity while recognising need to 
improve health using these data

Efficient: improve quality, value and contribution of research by 
building on existing, and reducing competition and duplication

Media on data sharing (cont)



Unwanted sharing of data



Unwanted sharing of data



Unwanted sharing of data



Unwanted sharing of data



Funder expectations (UK)

http://www.dcc.ac.uk/resources/policy-and-legal/overview-funders-data-policies



Journal expectations

http://journals.plos.org/plosone/s/data-availability

An increasing number of journals expect data to be publicly
available at time of publication



Data sharing journals

Gorgolewski, Milham, and Margulies, 2013 Front. Neurosci.



• To elucidate subtle genetic & environmental 
effect on common diseases larger sample 
sizes req’d

• Power comes from the pooled sample size 

(ie an individual level meta-analysis)

• Multi-site, multi-national means potential 
ethical, legal and privacy barriers to sharing 
research data

Large Consortia 



• Policies aren’t always compelling 

• Labor not always recognised / rewarded

• Authorship: Nominally only First / Last really counts

• Tenure: Metrics Reward Individual not teams

• HIPAA and similar: Scary and significant individual 
penalties for data loss

• Deidentification: Is it truly possible? 

Disincentives to sharing?



Economic

Legal Personal

Different Perspectives and Drivers
Technological



How do you actually share data?



Data sharing by physical media

Usually require local collaborator (proximity) for transfer 
(manual) or has potentially significant time delays (eg 
postage)



Technologies for sharing data 
(by electronic means)

Removes the barrier of geography to allow shared 

“storage” of data.  Doesn’t necessarily make it any 

easier to do anything once you have the data



Examples of projects facilitating 
sharing of research data (Aus)

ARCS – provides data storage, data transfer, collaboration 
and conferencing facilities 

Biogrid – platform for integrating and analysing clinical, 
imaging and biospecimen data across jurisdictions

NeCTAR – cloud services for workflows, tools and servers



Examples of successful data
sharing meta-resources 



Examples of successful data
sharing projects (repositories)



Examples of successful data
sharing projects (repositories)



Data warehouses vs 
Databases



Data warehouses vs 
Databases



How/why did I get interested in data 
sharing technologies?



The International Consortium for Autism 
Registry Epidemiology (iCARE)

iCARE annual meeting, Sweden 2011 



Motivated and willing collaborators 

wanted to join forces to create a 

resource that allows for analyses that: 
• cannot be performed with a single existing system

• enhance the analytic potential of a single data system

• allow direct comparison of findings across different data 
systems with eg geographic, population, or data collection 
variation. 

Vision for iCARE and autism research



1. Funded (Autism Speaks 2009-2013) to setup a multi-
national virtual data set for the study of pre- and 
perinatal risk factors for autism. 

• Establish a minimal database requirement.

• Establish and conduct data preparation protocols 
across registries.

• Enable and test centralized data access protocols to 
multiple registries.

• Establish a collaborative framework and guidelines 
for a working relationship among sites/investigators.

2. Demonstrate the utility of the resource

Overarching aims of iCARE



Setup a multi-national virtual data set for 
the study of pre- and perinatal risk factors 
for autism. 

The group had funding and ethics 
approval for virtual pooling but the 
original IT group had to withdraw

How did I get involved with iCARE?



iCARE consortium characteristics

Population-based registries Large samples, unbiased,
prospective, with ability to link with other population 
databases

Site Population 
Size

Birth Years Births/Year Coverage Health Care 
Provision

Denmark 5.5 million 1980-2007 62,000 National Public

Finland 5.4 million 1987-2008 60,000 National Public

Israel 7.6 million 1987-2006 86,000 National Public

Norway 4.8 million 1980-2005 55,000 National Public

Sweden 9.4 million 1980-2008 107,000 National Public

Western 
Australia

1.9 million 1983-1999 24,000 State Public and 
private



Critical to the success of the project (and any data sharing 
project)  is making data comparable across sites

Challenge

Diverse data availability and formats, over time and by site

Solution: Harmonisation

generic term for procedures that create comparability 
between data derived from different sources

Data dictionary and harmonisation
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Data dictionary and harmonisation
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Data dictionary V1 (Sep 2010) – 48 variables 

Data dictionary V2 (Mar 2011) – 52 variables

Data dictionary V3 (Mar 2013) – 58 variables



Benefits

•Increased power, leading to subgroup analyses  and 
interactions

•Ability to compare outcomes and validate models across 
sites

Pitfalls

•Cost of harmonisation – time and $

•Difficult to validate/error check when anonymous

•Potentially more complex analysis

•Ethico-legal issues with privacy & consent

•Requires strong collaborations

Recap: So why do we want to 
share research data?



Are there electronic methods that 
facilitate data sharing and analysis 

together?



1. Traditional Meta Analysis
Combining existing results of analyses on similar outcomes 
and predictors using similar methodology

•needs published data on similar

outcomes and predictors using

similar methodology 

•can suffer from “resolution” 

As individual level data may not

be used

Methods for Sharing and Analysing 
Research Data



2. Manual Data Pooling
Analysis of harmonised pooled data from multiple sites, 
sent to a single analysis site

•(manually) unified methodology
•needs harmonised data 
•consent and ethics for sharing
•significant effort for a single analysis centre
•requires strong collaboration

Methods for Sharing and Analysing 
Research Data (cont)



3. Automated Data Pooling (federation)
Analysis of harmonised pooled data automatically from 
multiple sites (pooling in the “cloud”)

•unified methodology
•needs harmonised data 
•consent and ethics for sharing
•strong collaboration
•requires informatics infrastructure to enable the 
federation process
•Requires some infrastructure at all data-contributing sites

Methods for Sharing and Analysing 
Research Data (cont)



4. Automated decentralised analysis – eg DataSHIELD
Analysis of harmonised data automatically from multiple 
sites by pooling statistics
(ie no data transfer)

•unified methodology
•needs harmonised data 
•may need consent and ethics for sharing
•potentially limited types of analysis
•Requires significant informatics infrastructure at all data-
contributing sites

Methods for Sharing and Analysing 
Research Data (cont)



ViPAR: Virtual infrastructure for 
pooling and analysis of research data



What is Federation?

?



Tools that transparently integrates multiple autonomous 
databases into a single virtual entity

What is Database Federation?



Federation within RDMS

RDMS federated table

Site 2

Site 1



Federation within RDMS (cont)

RDMS federated table

Select firstname,age 

from table



Federation within RDMS (cont)

RDMS federated table

Select firstname,age 

from table

X



Federation within RDMS (cont)

RDMS federated table

Select firstname,age 

from table

Intermediate copy of entire database tables 

made on the fly at the central site



Federation within RDMS (cont)

Federation engines in MySQL 
and Postgres appear to be 
poorly implemented:
* suitable for LAN only
* suitable for smallish datasets

Problem: needs to work 
securely over Internet with 
large datasets

RDMS federated table





ViPAR: overview













Open-source stack – Linux, Apache, Mysql, OpenSSL
Available as a pre-built VM images for easy access

http://bioinformatics.childhealthresearch.org.au/software/vipar/
(pre-built VM images for easy use – Vbox and Vmware)
https://gitlab.com/kim.carter/ViPAR (source code)
https://groups.google.com/forum/#!forum/vipar (support forum)

ViPAR Daemon – 1500 lines of Perl code
-Handles multiple clients simultaneously, and can perform eg parallel 
data retrieval (all sites at the same time)
-Implements its own federation (and analysis) engine 

VWAP – (ViPAR Web-based Analysis Portal)
-8000 lines of Perl code
-1200 lines of Javascript

ViPAR – a custom data federation 
platform



Behind the scenes



MySQL
Open-source database management system, with powerful features 
including database federation
Widely used, especially for large databases

SSH
Powerful, free solution to securely exchange data between 2 networked 
devices over an insecure channel (such as the Internet)
Enterprise reliability and security
“tunnels” allow us to transfer of programs services between remote 
computers dynamically

SSL
Client-side and Server-side SSL certificates used (along with user accounts 
and roles) to provide layered, strong security model

Behind the scenes



Data model

Study
Overarching conglomeration of analysis projects, data resources, data 
dictionary and variables and users

Data dictionary
A version controlled set of Variables and Missing data fields

Variable
A data field of a given type (eg continuous, categorical, date) with a missing 
data type

Sites, Servers and Resources
A site is a nominal geo-location housing a ViPAR LVD server accessible on a 
specified SSH port, with one or more (certified) harmonised dataset 
resources on the server



Data model (cont)

Analysis “projects” 
Defined research question(s) (eg agreed by AOC)
- Specified list of Resources to be included
- Specified list of Variables available for analysis
- Specified list of Users with access @ analyst or guest level (read-only)
- Results/outputs can be tagged as “sharing” accessible to enable non-

project users within ViPAR to see specific results

Users
- Can be designated as “Admin” (see all projects and get extra admin 

menu options”
- Can be member of multiple analysis projects
- Unique user/pass, along with client SSL certificate (recommended)



Behind the scenes: data model



How does ViPAR protect my data?

Network level
• Private, encrypted network connecting each data site (LVD) to the master site 

(VMS). Protected by hardware & software firewalls
• Only the VMS can initiate connections to the LVDs
• Sites maintain their own data (in the LVD) – no data is saved at the VMS
User-level
• Unique user pass & cert combo (with client SSL certificates) – you can’t get to 

the site login page without
• Only users who run code get to “pool” the data (within a defined project)
• Implicit “trust” to give max flexibility in analysis -> that users won’t try to 

access individual data
Portal-level
• Everything is logged, all run code, all interactions including “deletions”. 
• No direct access to the data 
Data-level design
• Design your dictionary to minimise potentially identifying fields



ViPAR Portal (for iCARE)



Running an analysis



Accessing outputs



Management



Has ViPAR been successful?
Currently:
• 7 remote sites (Nor,Fin,Den,Swe,Isr,US,WA), containing approx

9million records across 60 harmonised fields
• Passed multiple ethics approvals (at each site)
• Data retrieval with ViPAR: approx 2minutes in serial (one site at a 

time); approx 30-40 seconds in parallel

Centrepiece of a successful NIH grant bid (2013-2017) $5.5M 



For more information

Int J Epi 2015; doi: 10.1093/ije/dyv193



ViPAR vs DataSHIELD

DataSHIELDViPAR



• Data remains at study site

• Harmonisation is required before 
copies of data are sent ‘to the 
cloud’

• Generation of pooled dataset 
occurs ‘in the cloud’

• Results generated from a 
combined virtual dataset

• Pooled virtual dataset not 
saved/stored – only exists while 
analysis is running

• Straightforward analysis syntax in 
multiple languages

ViPAR vs DataSHIELD

• Data remains at the study site

• Harmonisation is required before 
sending

• No data is sent anywhere

• No pooled dataset is generated

• Statistical methods sent to each 
study site, where methods are run 
locally

• Results are pooled back at 
analysis centre, to produce final 
result

• Requires specific analysis syntax 
and software (R) to make this 
happen



• Transparent integration of ViPAR with other 
complementary techniques eg DataSHIELD

• Web 2.0 interface 
• Building capabilities to handle complex and large data 

types eg imaging data, whole genome seq
• NoSQL, Object and other DBs

• Further security enhancements
• on the fly privacy checks  
• using containers (Docker) for running analyses for 

greater separation

Future Directions



• Richard Francis, TKI

• Becca Wilson, Univ of Bristol
• Paul Burton, Univ. of Bristol

Acknowledgements



A quick plug

https://gitlab.com/kim.carter/dpr



http://xkcd.com/257/

Questions & Demo time?


